INTERNATIONAL QUALIFICATIONS

‘H AND ASSESSMENT CENTRE (IQAC)

Level 6 Diploma in Data Science

Programme

Unit Number/ Unit Title UNIT 2 ADVANCED MACHINE LEARNING AND DEEPLEARNING

Cohort Code: LO6AMLD-U2

Unit Level Level 6

Total GLH Total qualification time 200/ Total Guided learning hours 90/ Self-guided learning hours 110

Credits 20 CATS/ 10 ECTS

Lecturer

Start Date \ End Date \
This unit delves into advanced supervised and unsupervised learning methods, neural networks,
and deep learning architectures for complex data types including images, text, and time series.
Students will explore advanced supervised and unsupervised learning techniques, focusing on the

Unit Aims application of neural networks and deep learning architectures. The unit will cover various complex data

types, such as images, text, and time series, allowing students to develop models that can effectively
analyze and interpret these data forms. By the end of the course, students will have the skills to
implement and evaluate deep learning solutions for diverse applications, enhancing their understanding
of modern machine learning practices.

Differentiation Strategies
(e.g. planned activities or support for
individual learners according to their needs)

The total number of students to be in the lesson is approximately 20. This is a multicultural
group of students predominantly between the ages of 24 — 45, with numerous ethnic, gender,
and creed background. These are UK academic level 5 students; hence it is assumed that they
have practical, theoretical, or technological knowledge and understanding of a subject or field
of work to find ways forward in broadly defined, complex contexts. These students must be
able to generate information, evaluate, synthesise the use information from a variety of




sources. Various approaches to addressing the various identified students needs will be
adopted throughout the lesson. Such will include:-

1.
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Progressive tasks
Digital resources
Verbal support
Variable outcomes
Collaborative learning
Ongoing assessment
Flexible-pace learning

Equality & Diversity

Variety of teaching techniques will be employed to ensure that the needs of each individual
learner are met.

Safeguarding & Prevent

Safeguarding policies and the Prevent duty are strictly observed to ensure the safety, well-
being, and inclusivity of all students and staff.

Health & Safety

SIRM H&S policies will be maintained.

Learning Resources

Teaching and Learning Materials

Géron, A. (2022). Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow
(3rd ed.). O'Reilly Media.
Chollet, F. (2021). Deep Learning with Python (2nd ed.). Manning.

Goodfellow, I., Bengio, Y., & Courville, A. (2016). Deep Learning. MIT Press.




Learning Outcome

Assessment Criteria

LO1. LO1. Compare and evaluate advanced machine
learning models.

Exam:
1.1 Analyse ensemble models (e.g., Random Forest, XGBoost).
1.2 Evaluate performance using cross-validation and ROC/AUC.

Programming Project:
2.1 Develop neural networks using TensorFlow or PyTorch.

LO2. LO2. Design and implement deep learning models. 2.2 Train and evaluate models for image or NLP tasks.
LO3. LO3. Analyse real-world datasets using unsupervised | Case Study:
learning. 3.1 Apply clustering (K-means, DBSCAN).
3.2 Use dimensionality reduction techniques (e.g., PCA, t-SNE).
LOA4. LO4. Optimise machine learning workflows. Presentation:

4.1 Compare GPU and CPU performance.
4.2 Demonstrate use of regularisation and hyperparameter tuning.




No

Learning Outcome / Topic

Learning and Teaching Activities

Which assessment criteria
does the session relate to?

Day/month/year/
signature

Object-Oriented
Programming (OOP) in
Python

Object-Oriented Programming (OOP)
in Python Classes, inheritance, magic
methods (_ init , str )

LO1: Advanced Python for
Data Science

Advanced Data Structures

Advanced Data Structures Namedtuples,
defaultdict, custom iterators

LO1: Advanced Python for
Data Science

NumPy Mastery

NumPy Mastery Vectorization,
broadcasting, advanced indexing

LO1: Advanced Python for
Data Science

Pandas Optimization

Pandas Optimization Efficient
DataFrame
operations, eval () /query ()

LO1: Advanced Python for
Data Science

Parallel Computing with
Dask

Parallel Computing with Dask Handling
out-of-core datasets, Dask DataFrames

LO1: Advanced Python for
Data Science

Modular Code Design

Modular Code Design Functions,
modules,
packages, init .py

LO2: Software
Development Practices

Documentation Best
Practices

Documentation Best Practices Docstrings,
Sphinx, MkDocs

LO2: Software
Development Practices

Half-Term Exam

- Review of LO1 topics

- Practice questions and mock assessment
- Half-term assessment based on LO1
(theory)

LO1 LO2




Unit Testing & Debugging

Unit Testing & Debugging
pytest, unittest, logging

LO2: Software
Development Practices

10.

Git & Collaborative
Workflows

Git & Collaborative Workflows Feature
branches, PRs, resolving merge conflicts

LO2: Software
Development Practices

11.

Cl/CD for Data Science

Cl/CD for Data Science GitHub Actions,
model training pipelines

LO2: Software
Development Practices

12.

Working with REST APIs

Working with REST APIs
requests library, authentication
(OAuth, API keys)

LO3: API Integration &
Data Pipelines

13. | API Rate Limiting & API Rate Limiting & Caching Retry LO3: API Integration &
Caching logic, @1ru cache Data Pipelines
14. - Comprehensive review of all learning
Final Exam Preparation & outcomes
Review - Practice questions and revision of key
topics
15. - Final-term assessment covering all
Final Exam learning outcomes (theory and
practical elements)
16. - Review of final exam
Feedback & Reflection - Individual feedback on performance
- Reflective discussion on key learning points
17. Web Scraping for Data Web Scraping for Pata I?eautifuISoup, LO3: A!’I Ir‘1tegration &
Scrapy, ethical considerations Data Pipelines
18. | Automated Data Pipelines | Automated Data Pipelines Cron jobs, LO3: API Integration &

Airflow DAGs

Data Pipelines




19.

Data Quality Checks

Data Quality Checks Great Expectations,
schema validation

LO3: API Integration &
Data Pipelines

20. | Functional Programming Functional Programming Concepts Pure LO4: Functional
Concepts functions, immutability, side effects Programming for Data
21. | Lambda Functions & Map- | Lambda Functions & Map-Reduce LO4: Functional
Reduce map (), filter (), reduce () Programming for Data
22, L . List/Dict C hensions Nested LO4: Functional
List/Dict Comprehensions ist/Dic omprenensions teste . I
comprehensions, memory efficiency Programming for Data
23. Project
Half-Term Exam End-to-end data application with all
concepts
24. Generators for Large Data yield, LO4: Functional
Generators for Large Data . .
generator expressions Programming for Data
25. . _ Concurrency with asyncio Async API LO4: Functional
Concurrency with asyncio ,
calls, event loops Programming for Data
26. e e L. Performance Optimization Profiling LOS: Integration &
Performance Optimization .
(cProfile), memory management Capstone
27. . . Error Handling Strategies Cust LO5: Integration &
Error Handling Strategies rror mandiing Strategies L-ustom g
exceptions, sentinel values Capstone
28. Cross-Paradigm Comparison LOS5: Integration &
Cross-Paradigm Benchmarking OOP vs. functional Capstone
Comparison and approaches
Real-World Data Pipeline Real-World Data Pipeline APl — ETL —
Analysis — Visualization
29. Flna_l Exam Preparation & LOL, LO2, LO3, LO4 LO1, LO2, LO3, LO4
Review
30. | Final Exam LO1, LO2, LO3, LO4




